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Who?

David Atkins

Founder and Developer

Designer of systems for MAM systems and live production with Suitcase TV 
Bitmap Subtitling with Screen Subtitling Systems

Designer of Telco test infrastructure for Wi-Fi, broadband, Digital Voice and 
more

Former Hovercraft race driver!



Live Production is Expensive!



Expensive Proprietary Equipment



Expensive Proprietary Equipment



Cramped Inaccessible Environments



Inefficient Resource Usage

 Equipment only used when on site

 Operational staff have to travel to work 

 Environments have poor access

 Hard to reconfigure
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Complex Operation – Personnel 

https://www.screenskills.com/media/5163/studio-and-ob-map-web-170122.pdf



Signals and Data Rates

Analog
PAL / NTSC
Coax 75 Ohm

SDI / HD-SDI
270Mbit
1.5/3Gbit
12Gbit
Coax 75 Ohm

SMPTE 2110
1.5/3Gbit
12Gbit
UDP over IP 

New tools are needed!
For IP and Cloud 
working



Cloud and Web – A Modern Approach

AWS,
GCS,
Digital Ocean,
Azure

- On Prem



Example system - SMPTE MTS 2024 Demo setup



Input Processing



Overlay and Mixing



Operator Video Streaming



Replay Record with TAMS



Replay Playback with TAMS



VDI, RDMA and GCCG



VDI, RDMA and GCCG



VDI, RDMA and GCCG - performance

 Setup on 2 hosts with 25gb NIC’s and QNAP Switch

 Tests run with TX, RX and Full Bi-directional flows

 8 bit and 16 bit 1920x1080 frames with YUV 422 and YUVA 422. 

 Single threaded test application. 

 Setup to use 1518 byte frames



VDI, RDMA and GCCG - performance

 1920 x 1080 p 8 bit 422 YUV     = 4,147,200 Bytes per Frame

 1920 x 1080 p 8 bit 422 YUVA   = 6,220,800 Bytes per Frame

 1920 x 1080 p 16 bit 422 YUV   = 8,294,400 Bytes per Frame

 1920 x 1080 p 16 bit 422 YUVA = 12,441,600 Bytes per Frame



VDI, RDMA and GCCG - comments

 CPU performance is for a single core of 16 core system – very low CPU

 CPU demand increases with frame rate not with data rate -  setup time

 We would anticipate that these rates would be proportional to line rates

 Implies UHD on 100 gbit NIC achieves same frame rates

 25 gbit NIC supports 5 x 1080p60 16 bit flows

 100 gbit NIC supports 20 x 1080p60 16 bit flows

 400 gbit NIC supports 80 x 1080p60 16 bit flows

 128 port 400gbit switch < $50,000 = 10,240 bidirectional flows



Multiviewer - Control surfaces

Real Mixer



Multiviewer - Operator Consoles

  Support Behringer Xtouch devices

  Onscreen rotary controls

Phrame Designer Real Mixer



Live Demo

Real Mixer
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